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Abstract – Mobile Ad Hoc Networks (MANETs) are self-configuring and self-organizing multihop wireless networks. They are infrastructure-less networks of mobile devices allowing dynamic changes in structure. Standard Wi-Fi connection and mobile hotspots are examples of MANETs. They are typically not very secure and one needs to be cautious about the type of data being sent.
 They consist of a peer-to-peer, self-forming, self-healing network. The components of MANETs lack a physical connection and hence can move independent of each other in any direction giving rise to a highly dynamic, autonomous topology.
A routing protocol ensures the proper working of functionalities such as mobility of nodes, multipath propagation, interference and path loss in the constantly changing topology of MANETs. Major routing protocols that have been developed are Proactive Protocol, Reactive Protocol and Hybrid protocol.
The distinction of these protocols is primarily based on parameters such as routing approaches, structure, selection route, routing table, maintenance, operation of protocols, strengths and weaknesses. The method of determining routes within source-destination pairs decides the uniqueness as well as efficiency of these protocols..
Keywords- MANET, Routing protocols, DSDV, AOD..
INTRODUCTION
A Mobile Ad Hoc Network (MANET) is a collection of wireless nodes forming a temporary, infrastructure-less network. MANETs do not require a fixed topology and rely on wireless terminals for routing and transport services. MANETs are characterized as peer-to-peer, self-forming, self-healing networks without any physical connections. The structure of the network changes dynamically and due to this mobility of the nodes, MANETs are self-organizing and self-configuring. They may contain one or more different trans-receivers between the nodes resulting in a highly dynamic, autonomous topology. Each node in a MANET sends to as well as receives data from other nodes thereby acting as a router. Each router forwards traffic unrelated to its own data. Each device or node in a MANET must continuously maintain information required to properly route traffic. MANETs are mostly employed in Battlefields, Disaster areas and meetings because of their ability to handle node failures and fast topology changes. MANETs allow seamless communication between devices or people in even in the absence of a proper communication architecture. In MANETs, routing protocols are required to establish specific paths between the source and the destination. The primary aim of a routing protocol is to establish an efficient route between any two nodes with minimum routing overhead and bandwidth consumption. Factors such as interference, mobility of nodes, multipath propagation and path loss continuously change the topology of MANETs for which a dynamic routing protocol is required. There are three major categories of MANET routing protocols: Proactive Protocol, Reactive Protocol and Hybrid Protocol.
The paper focusses on MANET protocols, its types and the examples in each category. It discusses DSDV and AODV protocols in detail. The section ahead of it provides comparative study of various protocols. 
METHOLOGY
A MANET routing protocol must necessarily perform the following three functions:
1. Keep the routing table up-to-date and reasonably small.
2. Select the best route for given destination.
3. Converge within an exchange of a small amount of messages. 
As mentioned, the three categories of MANET routing protocols are Proactive, Reactive and Hybrid. These protocols are designed to handle a number of nodes with limited resources. 

1. Proactive Routing Protocols: Proactive routing protocols use link-state routing algorithms to link information about neighbours. This information is stored in the routing tables maintained at each node. The maintenance and updating of information is done by exchanging the control packets with their neighbours. 
Proactive protocols are table-driven with high routing overhead. They maintain a low latency rate due to routing tables. Proactive routing protocols function on low scalability yet the routing information is always available. They receive periodic updates whenever the topology of the network changes and their mobility is highly dependent on these updates.
Examples of Proactive routing protocols are: DSDV, OLSR, CGSR, WRP, TBRPF and QDRP.
The Destination Sequenced Distance Vector (DSDV) protocol is highly used across all applications of MANETs. It provides independence from loops in routing tables and is much dynamic in nature. In DSDV, each node maintains a routing table containing the destination node address, the minimum number of hops to that destination and the next hop in the direction of that destination. Say a given node receives two updates from the same source node, then the receiving node decides as to which update is to be placed in its routing table based on the sequence number. A higher sequence number denotes a more recent update sent by the source node. Therefore, it can update its routing table with the latest information and avoid any route loops or false routes.
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Table: Comparison of various Proactive Protocols
2. Reactive Routing Protocols: Reactive routing protocols reduce the overhead on Proactive protocols and use the distance-vector routing algorithms. They help in finding a route to the destination on-demand. This on-demand route acquisition is based on request made by a node for the initiation of route discovery process. The routing overhead in reactive protocols is low due but they have high latency due to flooding. These protocols are not suitable for large networks and they make routing information available only when required. They do not require any periodic updates and they achieve mobility through route maintenance. Examples of Reactive routing protocols are AODV, LMR, TORA, DSR and LQSR. The Ad hoc On-Demand Distance vector (AODV) Protocol is the most highly used Reactive protocol. It performs Route Discovery using Control messages Route Request (RREQ) and Route Reply (RREP). The forward path sets up an intermediate node in its route table with a permanent association to RREP. When either destination or intermediate node using moves. A route error (RERR) is generated and sent to the affected source node every time when one among this intermediate node or the destination moves. Upon receiving the error, the source node can reinitiate the route and the required neighbourhood information is obtained from broadcast Hello packet. AODV protocol is a flat routing protocol and does not need any central administrative system to handle the routing process. It tends to reduce the control traffic messages overhead at the cost of increased latency in finding new routes. The AODV has great advantage in having less overhead over simple protocols which need to keep the entire route from the source host to the destination host in their messages. The RREQ and RREP messages do not increase the overhead from these control messages. AODV reacts relatively quickly to the topological changes in the network and updates only the hosts that may be affected by the change, using the RRER message. The Hello messages are also limited so that they do not create unnecessary overhead in the network. The AODV protocol uses sequence numbers and thus, is loop free. It avoids counting to infinity problem, which was a characteristic of the classical distance vector routing protocols.
3. Hybrid Routing Protocols: Hybrid routing protocols are a combination of both Proactive and reactive protocols designed with a scalability suitable for large networks. The route acquisition in Hybrid Protocols is again a combination of on-demand and table driven methods. It has a medium routing overhead with a latency similar to that of reactive protocols on the outside. It is open to receiving periodic updates and handles routing information depending on the situation. If available, the information is supplied or else it is generated according to the demand. Examples of Hybrid Routing Protocols are: ZRP, BGP and AIGRP.
Comparison between routing protocols:  
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CONCLUSION
This paper provides a study of Routing Protocols in Mobile Ad Hoc Networks. They are classified as Proactive or table-driven, Reactive or on-demand and Hybrid. The main factor that distinguishes these protocols is the method of determining routes within the source-destination pairs. DSDV in Proactive and AODV in reactive are the two main protocols used.

REFERENCES
[1] Venkatesan, T Prasanna & Rajakumar, P & Pitchaikkannu, A. (2014). Overview of Proactive Routing Protocols in MANET. 173-177. 10.1109/CSNT.2014.42.
[2] Sagar R. Deshmukh, P. N. Chatur, "Secure routing to avoid black hole affected routes in MANET", Colossal Data Analysis and Networking (CDAN) Symposium on, pp. 1-4, 2016.
[3] C. Mafirabadza, P. Khatri, "Energy analysis of AODV routing protocol in MANET", Communication and Signal Processing (ICCSP) 2016 International Conference on, pp. 1125-1129, 2016.
[4] Sagar R Deshmukh, P N Chatur, Nikhil B Bhople, "AODV-based secure routing against blackhole attack in MANET", Recent Trends in Electronics Information & Communication Technology (RTEICT) IEEE International Conference on, pp. 1960-1964, 2016.
[5] Eduardo El Akkari Sallum, Guilherme dos Santos, Mario Alves, Max Mauro Santos, "Performance analysis and comparison of the DSDV AODV and OLSR routing protocols under VANETs", Intelligent Transportation Systems Telecommunications (ITST) 2018 16th International Conference on, pp. 1-7, 2018
[6] Yuxia Bai, Yefa Mai, Nan Wang, "Performance comparison and evaluation of the proactive and reactive routing protocols for MANETs", Wireless Telecommunications Symposium (WTS) 2017, pp. 1-5, 2017
[7] Shaveta, Pawan Luthra, Er. Gagandeep, "Implementation of blackhole attack under aodv routing protocol", Energy Communication Data Analytics and Soft Computing (ICECDS) 2017 International Conference on, pp. 575-579, 2017
[8] Dimitra G. Kampitaki, Anastasios A. Economides, "Exploiting Selfishness Altruism and Common Welfare to Enhance Performance of Routing Protocols for Mobile Ad hoc Networks", Wireless Personal Communications, 2018.
[9] Lalar S, Yadav A.K. Comparative Study of Routing Protocols in MANET. Orient J Comp. Sci. and Technol; 10(1) 




Routing Protocols


DSDV


Reactive


AODV


OLSR


CGSR


WRP


TBRPF


QDRP


LMR


TORA


DSR


LQSR


Proactive


Hybrid


ZRP


BGP


AIGRP
























































image1.png
s.No Author Routing Protocol  Functionality

1 C.PP Bhagwat DSDV Routing table, Sequence Number,
Damping
2 S Murthy WRP Routing distance, second-to-last
hop information,
eliminates
looping, avoids call to infinity
Problem
3 C.CChiang CGSR
Clustering, distributed cluster head
selection algorithm,
cluster member
table
, routing table
, gateway node,
cluster head.
4 1 Garcia STAR 05A, neighbor discovery protocol,
source tree
, route selection
algorithm, sequence no.,
LsU,
LORA
H TW Chen, M. Gerla GSR Link state table, neighbor table
update, neighbor list, topology
table, distance table, next hop tab le
6 M. Gerla FSR No updating table, accurate

distance, path quality information,
information on neighbor nodes.

Two types of route updates; full dump packets, incremental
packets, to send packet it forwards to neighbors using routing
ination.

Maintains four tables to send packet to the destination; distance
table, routing table, link cost table, MRL table for the packet
Transmission

Packet sent by node is routed to cluster head (CH), and i
again routed to CH via gateway node and so on until destination
is reached

No need for the periodic updates. Provide optimum paths. Each
node in source tree runs a route selection algorithm to drive
routing table that specifies the how to reach the destination node

Each node maintains knowledge on network topology and
optimizes routing decision. It avoids flooding of ro
message. Periodically broadcasts topology information to
neighbors

ide nodes neighborhood to zones. Exchanges inform:
closer node more frequently. The amount of bandwidth, size of
message small. It is suitable smaller networks than larger
networks.




image2.jpg
Table 2:Comparsion between routing protocol

< [ Param DSDV CSGR ‘WRP AODV OLSR DSR TORA ZRP ZHLS DYMO
- eters.
T [ Puotocol | Destzaion e s | Wadles Aioeon Opmaed | Dymame | Tempordly | Zone Zomebaed | Dymamc
e | seqence gateway toutng | roung Gemand LukSme | soucerouing | Ordered = | Rowmg | Hierachicd | MANETOn-
stmce vector protocl e vector | Routng Roumg | Prowool | LukSuwe | demand
touing Protocal. Alporitin
T Rowing | Proacie Prowie Prowive | Reane Prowtve | R Rescwe | ool | bl =
T Roumg | Flrsuucre | Hieraeial BEE i e o T T el | T
svcne Stuctue e | stuctue
T Row | Cakea Shortpal | Shoretpab | Shoretmd | TakSe | Shorstamd | Cak ok o baed | it il
sdecion updited pa wpdaedpati | Reverdl | Reverd | hieachicd | roues
ik st
T Fow [ Sageew | SagEad Sngl o | Viliple Fous | Nligle Tl S o | Niligle | Malipah
e roue Roue Roue Roue
5| Rowmg | Bt Too le Fowshls | Bk Edumod | Rowads | Ut | Row | Depmdd
wble | maien s 1 Routng bl maintn 3 oute | maiin & Direcion of | Table outhe
complete addeess | 2.Chster Gble mwhich | complete Full oueto | the next pecfomance
ek member wble uexthoprouing | addessto | desuation | desuaion Sfproacive
desiation nformation for | exch Constrat nd esctive
destivstion node | destaton the Diceet: fouing
s stored Acyelc protocls
Graph s
T R | Eebwd e | Eximd Roung uode | By mode ool Too Gt | Tk Tk Prowiee
mnten | mobie nervork | mainins 5 manans e | mamais o | meswagss | procsses | mvesdlmd | Revesd | routng for
e maintans 3 foving wble | ditace md | comters satm THopbyhop | Roue i razone
towinguble | whihfusedto | second olast | Sequencemoamd | advance uovledge | Repar | mformati | commumicat
Getemine e | hop broadeast ID. ey u owad
uexthop toresch | informaton 2Eadtoend Soedin | resive
he destuaton. | foreach “lmowledge Tk g for
desiaton weat able nterzone
T Opeaio | Reouing ol moder e | VR, TRREQ OLSE TRREQ Towe TRREQ | wworung | TRREQ
uof | infomaionis | powpsdmo | rouingnodss | broadeat sporstieee | boadest | Crestion, | broadeast | wbles,m | brosdest
protocols | avays avalable, | chster and exh | commumicats | 2RREP metmisms: | 2RREP Roue IRREP | wmme | JRREP
hether te st has e ditce | Propagation neighbor Matevane | Propagato | routiug wble | Propagation
fowcenode | chutrbedad | mdsecondto | 3RERR message | seming, SRERR emiRoue | u mim SRERR message
reqite s route or | chuterbesd o | Isthop “Eicent message Emuwe | SRERR | mtemone
uotbecause eah | gateway routmg | informaton Tooding of message | rounng able
uode i the Spproach o foreah contol atfic
mobile nerwork | move waffc | destuaion i nd suficient
maitns 3 Gowsourcers | weless ‘opelogy
foing mble | destuaton network ad it
el t0 pat
fuding
algorithm.
T Ao | Tlop e Ol | L Avodde | TAGpabE® | T Mamss | [Sgpor | TANE® | IW | [ Gemmas | [T bopies
P 2 Shomestpats | cncomola | comtto bigh dmamie | teovehead | Multpah | opidy | propedy | s protocol
oy sowpofadioc | miniy ‘opelogy. 2 Tuprove the | routng buld towes | configwed | ovethesd | 2Handles awide
destgton i | oss problems by | 2. loop fee ‘rasmission 2 Decresse | zone bmte | vy of
hosen 2 Cluser focigesh | 3AODVEs | qulty e fadus, | schemss | mobity parems,
provide 3 uode Hhigher bandvidt communics | ouperorn | basedon | handes awide
Samework for | perforn effcency on's both Soodug | variey of wafic
code sepurions, | consitecy | becase ofleser oveesd, | proscive | 2 Reduees | paterus
chaunel acess, | checks. ovethesds Miiple | rouing | ewafe | 3. Suppors
g, 2 Rouing foues puotocls | miaoids s | routers wih
bt nformation is i Single pout | mliple
locaton iy femive | offalue | terices
mobile send ot
updates proocels
messages
perodialy 1o
heir
ueighbors.
T[T | [Highoveiead | T Eacher | T More TSalbly TR | TSalbly | Thlg | [Paws | T Thiee &
0| ltdossnot | hesd s changing | ovetheads re | problems due o | more puoblems due | mrvorks | destuaton | Addiondl | sie of he
Copportmilpats | fequendy md | required due | Lrge delay pocessng | wsowse | the e g packets
toung wodeswilbe | toobelo” | JAODVikes | powermd | rouingad | ovebesd, | sboptmal | produced by
padugalotof | messags. | moretmet | bmiwidh | doodng consume 3 e cresion
e converging buld the coutng 2Bengs | e 2 Memory |
o3 duste head. bl e, bandvidh, | requieme | manting
protocol DSR | Temporary | ntss ofthe zone
ffsfon | oumg | pe | lecd
highsowe | loops nd topology.
dioovery | Oveal fras 4
ey complesiy ystem
ocaton

assistance
such 25 GBS





