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Abstract- Plant diseases represent adverse factors that cause 

a serious reduction in the quality and quantity of agricultural 

crops. Commonly, expert biologists or farmers observe plants 

with the naked eye for disease, but this method is often 

inaccurate and can take a great deal of time. In this study, we 

use artificial intelligence and computer vision techniques to 

achieve the objective of designing and developing an intelligent 

mechanism for the classification of leaf diseases. In this paper, 

data augmentation is performed on the Plant Village dataset 

images (for apple, potato and rice plants) and their deep 

features are extracted using Convolutional Neural Network 

(CNN). These features are classified by Random Forest 

classifier and result is attained in terms of f-score and 

accuracy. 

  
Keywords- CNN, Deep Features, DL, ML, Random Forest 

Classifier. 

 

I –INTRODUCTION 

Diseases, pests and other undesirable substances 

present in crops can cause a sharp decline in agricultural 

production [1]. The impact of these dangerous factors on 

crops is directly reflected in the decline in the quality 

and quantity of crops. To combat, control and manage 

the effects of biological organisms and diseases, the term 

“pesticides” was coined [2]. Typically, the diagnosis of 

plant pests and diseases is usually analyzed by visual 

inspection based on the appearance, morphology and 

other characteristics of the leaves. It is recommended 

that this visual examination be performed and analyzed 

only by a highly trained biologist, as misdiagnosis can 

lead to irreparable loss of yield. It should be noted that 

pest and disease control research is usually expensive 

and requires the presence of a specialized biologist to 

diagnose and prevent the spread and transmission of any 

disease as early as possible [3]. Recently, AI has found a 

large number of applications in all areas of daily life, 

leading to the emergence of the terms machine learning 

(ML) and deep learning (DL), which, in terms of 

simplicity, allow machines to "learn" a large number of 

patterns and then take action. The link between DL 

technology and computer vision has led to the 

emergence of intelligent algorithms that analyze and 

classify patterns or images with more accurate 

performance than the average person [4].  

In this research paper, we compare the most common 

imaging algorithms for analyzing and classifying 

objects. Our work tries to simulate which algorithm 

predicts the best outcome when diagnosing the disease in 

plant leaves. It is expected that the results will be used to 

determine which algorithm is most effective in creating a 

smart system for detecting leaf diseases. 

II -PROPOSED METHODOLOGY 

This research work presents the plant leaf disease 

detection of apple, potato and rice leaves using deep 
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features based feature extraction followed by the 

classification using Random Forest classifier. Figure 1 

shows the generalized block diagram for the proposed 

work. 

 
Fig 1- Block diagram for proposed approach of plant 

leaf disease detection 

 

 

A. Image Acquisition 

A lot of information is required to train intelligent 

visualization and classification systems. In general, 

machine learning and deep learning systems improve 

their performance when training with large amounts of 

data. In this article, we have used the implementation of 

the Plant Village database [5] [6]. This "dataset" consists 

of 54,323 images of 14 plants and is divided into 38 

groups of healthy leaves of plants with different types of 

diseases. This study used 11654 images of three types of 

plants, apple (7771 images), potato (3763 images) and 

rice (120 images). 

To train and evaluate deep learning systems, the data 

volume should be divided into research sets and 

assessment sets. The dataset generated from this study is 

unique in that it contains images of different sizes and 

provides more sensor power. 

Plant leaf images were obtained from the PlantVillage 

dataset [6] for preprocessing, feature extraction, feature 

selection, and classification. Tables 1, 2, and 3 show 

examples of various leaf diseases of apple, potato and 

rice plants, respectively, from the dataset. 
 

 

Table 1-Apple plant leaf with disease (Source: PlantVillage Dataset [6] 

 

Healthy apple leaf 

     

Apple leaf with scab 

disease 

     

Apple leaf with black 

rot disease 

     

Apple leaf with cedar 

apple rust disease 
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Augmentation 

Deep Feature 
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Results in terms 

of accuracy and 

f-score 
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Table 2-Potato plant leaf with disease (Source: PlantVillage Dataset [6]) 

 
Healthy leaf 

 

Leaf with Late blight disease 

  

  

  

  

  

 

 

Table 3-Rice plant leaf with disease (Source: PlantVillage Dataset [6]) 

 

Rice leaf with leaf smut 

disease 

Rice leaf with brown-spot disease Rice leaf with bacterial leaf blight 

disease  
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B. Data Augmentation 

This means that training the model must have enabled it 

to learn the main features of a data set. For this, it is 

necessary that: 

 Data Space: The learning data space covers the 

spectrum of possibilities, i.e. contain the largest 

number of different examples corresponding to the 

context of use of the model. 

 Features Space: The feature space of the training 

data also covers the spectrum of possibilities, i.e. 

contain the greatest possible number of 

representations of each features of the data. 

To satisfy the first point, we must therefore collect the 

greatest possible variety of training images 

corresponding to the context of use and the objective of 

our model. 

And to satisfy the second point, we must apply Data 

Augmentation techniques to the training images at our 

disposal, the most common of which are affine 

transformations (horizontal and / or vertical flip, 

rotation). There are also non-affine transformations such 

as, for example, variation in brightness and contrast, 

wrap (perspective), resizing, random crop (random part 

of an image), jitter (random noise) or cutout (squares 

random blacks). 

 

C. Deep Features Extraction using Convolutional 

Neural Network (CNN) 

The convolutional neural networks or CNNs by its 

initials are a specialized type of neural networks 

recommended for the processing of data with a topology 

in the form of mesh or grid. The type of data most used 

with this type of networks are the images (meshes of x 

and y pixels), although time series are also used (data in 

a dimension with an additional dimension to be The 

temporal dimension), data in three dimensions such as 

magneto resonance scanners or videos (two dimensions 

associated with the images plus one dimension 

associated with the temporal development of the video) 

[7]. 

CNNs have been applied to many tasks with great 

success. Recently the level of human sight has been 

surpassed in terms of image recognition thanks to the 

utilization of a deep convolutional neural network [8]. 

 

 
Fig 2- Typical architecture of a deep convolutional 

neural network [9] 

 

1. The Operation of Convolution 

In its most general form, a convolution is an operation 

applied to two functions with real numbers as arguments. 

The operation of convolution is defined by the following 

mathematical expression: 

 

 ( )  ∫  ( ) (   )     (1) 

 

Commonly the convolution operation is symbolized by: 
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 ( )  (   )( )            (2) 

 

Using the terminology associated with convolutional 

neural networks, the first term (in this case ( )) of the 

convolution operation is often referred to as input, while 

the second argument (in our case w) it's called kernel. 

The output or result of the operation or convolution is 

usually called a feature map. 

When working with a computer, discrete data will be 

available, so that what used to be an integral function of 

logical functions, will have to become a sum of 

"discrete" functions also continuous, of the following 

shape: 

 ( )  (   )( )  ∑  ( ) (   ) 
        (3) 

In deep learning applications, the input is usually a 

vector of several dimensions (tensor), and the kernel is 

often a multidimensional vector of parameters that are 

modified by the learning algorithm. For example, if it is 

used as input data, an image  , the most frequent is that a 

two-dimensional kernel is used, which in this case we 

will denote as  : 

 (   )  (   )(   )  ∑∑ (       ) (   )

  

 

          (4) 

The scope of the present work, it was decided to use 

convolutional neural networks with fewer parameters 

when compared to the canonical solutions in the 

literature. Thus, the chosen architectures were: 

LeNet: Initially proposed for the task of recognizing 

handwritten digits, this network consists of two 

convolutional layers followed by layers of max pooling 

in order to extract characteristics. Finally, a final 

convolutional layer is followed by two completely 

connected layers for classification of the outlet [10]; 

AlexNet: Aiming at the use of a convolutional neural 

network architecture with good performance reported in 

the related works, this network is composed of 5 initial 

convolutional layers and 3 layers completely connected 

at the end to produce the classification. It also has 

intermediate layers of dropout and max pooling [9]; 

MobileNet: For use on mobile and embedded devices, 

this convolutional neural network is based on deep 

separable convolution operations, which reduces the 

burden of operations to be carried out in the first layers 

[11]; 

ShuffleNet: It is based on two operations introduced by 

the authors, the so-called group convolutions, which are 

multiple convolutions in which each covers a portion of 

the input channels, and the shuffling of channels, which 

randomly mix the output channels of the convolutions in 

group. According to its proponents, this architecture has 

a low computational cost while maintaining good 

accuracy [12]; 

EffNet: It resembles the MobileNet and ShuffleNet 

networks in terms of the use of in-depth separable 

convolution operations, but introduces a new 

convolutional block that reduces the computational 

burden while exceeding the state of the art performance 

for some widely known databases [13]. 

Considering the previously mentioned architectures, we 

have the number of trainable, non-trainable and total 

parameters as shown in Table 4. Note that the sum of the 

number of total parameters is lower than that of the 

VGG16 and VGG19 architectures [14], which suggests 

that their combination, according to a committee, may 

prove to be less costly than well-established 

architectures in the literature, under the terms 

considered. The considered architectures were trained 

according to the methodology previously described and 

evaluated individually in view of the performance in the 

test set. 

 

Table 4-Parameters of the convolutional neural 

networks considered 

Architectur

e 

Trainable 

Parameter

s 

Non-

Trainable 

Parameter

s 

Total 

Parameter

s 

LeNet 19479481 0 24973547 

AlexNet 30847124 0 33741772 

MobileNet 3184795 20748 3119529 

ShuffleNet 1897632 32054 1976586 

EffNet 604552 2033 619832 

Total 56013584 54835 64431266 

 

D. Classification by Random Forest Classifier 

A random forest is a classifier consisting of a set of base 

classifiers such as a decision tree shown: 

* (    )       +           (5) 

Random forests are composed of a set of binary decision 

trees in which randomness has been introduced. 

Random forests were introduced by Breiman (2001) by 

the following very general definition [15]: 

Let ( ̂(  )    ̂(  )) a collection of tree predictors, 

with         random variables independent of   . The 

predictor of random forests  ̂   is obtained is 

aggregating this collection of random trees as follows: 

  ̂  ( )  
 

 
∑  ̂(    )
 
    Average of individual 

tree predictions in regression. 
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  ̂  ( )             ∑   ̂(    )  
 
    

Majority vote among individual predictions 

trees in classification. 

 

III -SIMULATION RESULTS 

 

After the execution of the proposed methodology, the 

performance of the architectures was assessed 

individually, according to the metrics of accuracy and F-

Score. These results are summarized in Table 5, ordered 

in decreasing order by accuracy. 

 

Table 5- Individual performance of convolutional neural 

network models. The acronyms TP, TN, FP and FN 

denote, respectively, true positive values, true negatives, 

false positives and false negatives 

Model TP TN FP FN Accuracy F-

Score 

MobileNet 237 715 33 9 95.77% 91.86% 

AlexNet 224 706 46 18 93.56% 87.50% 

EffNet 148 700 122 24 85.31% 66.97% 

LeNet 88 650 182 74 74.24% 40.74% 

ShuffleNet 173 386 97 338 56.23% 44.30% 

 

It is observed that three of the best networks obtained 

accuracy greater than 95%, with MobileNet, in 

particular, reaching the highest value among the 

observed networks. In the case of the LeNet and Shuffle 

Net networks, in particular, considering the proportions 

between classes and the aspects of accuracy, there is a 

low performance measured by the F-Score. 

 

IV-CONCLUSION 
 

The Convolutional Neural Networks used in this work 

represents a Deep Learning architecture that has been 

achieving remarkable prominence in image recognition. 

Five convolutional neural network architectures were 

trained and tested for the problem in question, to 

mention: LeNet, ShuffleNet, AlexNet, EffNet and 

MobileNet, the latter having achieved better 

performance among them. All networks were combined 

in committees subject to three voting strategies, by 

majority, mediated by deep features based random forest 

classifier. As a result, this work achieved an accuracy of 

95.77% in the detection of leaf diseases of apple, potato 

and rice plants. 
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